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M.A./M.Sc. (STATISTICS)
| SEMESTER-]

SESSION:20‘11-2012
Scheme of papers

S.No. Title of the paper University Exam | CCE
i
el Paper-1 Linear Algebra 40 Marks 10 Marks
L e Sy T e X T e ——— s e ‘“/"—————1—'- et o WK s W
2: Paper-II  Distribution Theory-I 40 Marks 10 marks
3: Paper-11I  Sampling Techniques 40 Marks 10 Marks |
4 Paper-IV Measure Theory and probability 40 Marks 10 Marks
ek Practical-I: Based on Theory Papers I & II 50 Marks =
(40 Problems + 08 Record + 07 Viva Voce)
| 6: Practical-II:Based on Theory Papers Il & IV | 50 Mar ks -
i (40 Problems + 08 Record + 07 Viva Voce) |
| B N
i Grand Total | 300
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M.A./ M Sc. (STATISTICS)
SEMESTER-1
P%ner-l; Linear Algebra

Uni¢ - I: Vector space; linear dependence, basis and dimension of a vector space

finite dimensional vector space, completion theorem, subspace.

—

Unit-2: nner product spaces, orthogonal basis and Gram- Schmidt process of
Orthogonalization (orthogonal projection of a vector) linear simultaneous equatiops-
Cramer’sﬁ_ruleg e ey - INeous equatiof

\Unit-3: Linear transformation and their properties, partitioned matrices, Idempotent

matrices, Kronecker product, Hadamard product, Hermje canonical form,(generalized
inverse. ap i <

Unit-4: Bilinear forms,@quivalence of bilinear formsj guadratic forms, reduction of
Q

qw, orthogonal reduction, index and signatuie of a quadratic form. 23z
| gL T e > (2c1)

L Unit-5: Eigen values, Eigen vectors and the characteristic equations of a matrix. Eigen

value and Eigen vectors of a linear transformaticn. Cayley- Hamilton Theorem, minimal
polynomial, multiplicity of Eigen values, Hermitian matrices,
Ahalded ol Ut A

Books:
1. Gray bill, F.A. (1983) - Matrices with Application in Statistics. 2" Ed.
Wadsworth.
2. Searle, S.R. (1982) - Matrix Algebra Useful for Statistics. John Wiley
and Sons
3. Datta, K.B. (2006) - Matrix and linear Algebra. Prentice Hal! of India
EEEdn! :
4. Biswas, S. (1984) . Topics in Algebra of Matrices. Academic
. Publication.
5. Bellmen, R. (1970) - |ntroduction to matrix Analysis. 2" Edn. Mc Graw
Hill
/ . A>
§06 g, < W
- \“ 7 \ v L
” i P Lo g
ARMERETAE S
QZ) //o ‘a\w\ Ko\







"

M. A./ M.Sc. (STATISTICS)

SEMESTER -1

PAPER -IlI: SAMPLING TECHNIQUES

Unit -1: Simple random sampling — definition, notations, properties of the estimates,

variance of the estimates, f. p. c. , estimates of the standard error formula sample,
confidence limits.(Art. 2.1 to 2.8 W.G.Cochran).

Stratified random sampling - description, notations, properties of the estimates,
estimated variance and confidence limits, optimum allocation, relative precision of
stratified random sampling and simple random sampling.(Art.5.1 to 5.6, Cochran)

Unit -2: Stratified random sampling - estimation of sample size with continuous data,
stratified sampling for proportions, gains in precision in stratified sampling for
proportions, estimation of sample size with proportions.(Art.5.9 to 5.12, Cochran)

Ratio estimators — methods of estimation, the ratio estimator, approximate variance of
the ratio estimate, estimation of the variance from a sample, confidence limits,
comparison of the ratio estimate with mean per unit, conditions under which the ratio
estimator is BLUE, bias of the ratio estimate, accuracy of the formulas for the variance
and estimated variance,ratio estimates in stratified random sampling.(Art. 6.1 to 6.10,
Cochran.)

Unit -3: Regression estimators — the linear regression estimate, regression estimate
with pre-assigned b, regression estimate when b is computed from the sample , sample
estimate of variance, large sample comparison with the ratio estimate and the mean per
unit, accuracy of the large sample formula for V() and v(y,) . bias of the linear
regression estimate , the linear regression estimator under a linear regression model,
regression estimates in stratified sampling.(Art.7.1 to 7.9, Cochran).

Systematic sampling — description, relation to cluster sampling , variance of the
estimated mean, comparison of systematic with stratified random sampling, populations
in “ random” order, Populations with linear trend,{method of populations with linear
trends, population with periodic variation. (Art. 8,1T08.8, Cachron)
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M.
A/ 1\§ Sc. (STATISTICS
SEMESTER-]

Paper-1V:
Measure Theory and Probability

Unit - I:  Classes of sets, fiel
S igma fields, minimal Sigma- fiel hmlt superior

and limit inferior of a se O
quen\cay Measure, probabll t i
m%suge iy m medsure properties of

Unit-2: Lebesgue and L ielti
ebesgue- stieltjes measures. Measureable functions,

dom variable, seque
e quence of randonL variables, almost sure convergence,
convergence 10 pr obability (and in measure)

Unit-3: Integration of a measurable function with respect to a measure, mon

otone
convergence theorem. e

Unit-4: Borel- Cantelli lemma, independence, Weak and Strong law of large

qumber for i.i.d. sequences Q)efmmon and example of Markov dependence.

Unit-5: Convergence in distribution, charactemsnm function, uniqueness theorem.
{Statement of Levy’s continuity theoxem Central limit theorem for a sequence of
independent variables under Lindeberg’s condxtlon,@emral Jimit theorem for 1.6

~  tandom variables)

Books:
1. Billingsley P. (1986) . probability and measure, Wiley International.
2. Kingman, JFC and . Introduction to measure and probability
Taylor, S.J. (1986) Cambridge University, Press W
: Theory \\{
3. Gupta, KP Measure /R L
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M.A. /M.Sc. (STATISTICS)

SEMESTER-I1

SESSION: 2012-13
Scheme of Papers

S.No. Title of the Paper A ~ | university Exam m

i 148 Paper-1 Statistical Inference-1 40 Marks 10 Marks
9 Paper-I1 Real Analysis 40 Marks 10 Marks

r_ i 2 L
\k\ﬂ Paper-111 Distribution theory-I1 40 Marks 10 Marks
‘i 4. Paper-1V Programming with C language 40 Marks 10 Marks
= .m%-~ R i e &yl g
i 5t Practical-1 Based on Theory Paper | &Il 50 Marks =
E 3 (35 Problems+08 Record+07 Viva Voce)
6. Practical-ll Based on Theory Paper Il & IV 50 Marks -
(35 Problems+08 Record+07 VivaVoce) | ————— 1550 parks
? i Grand Total 300 Marks










| Unit-5: Distributions arising from the

Init-1: Jointly distri ' : :
Uni Jointly ¢ -13“1%“&(1 random variables , distribution function of joint

. s
Unit-2: Simple co AT e ;

] - -," . s X : j %
Unit-3: Sampling distribution of a function of random variables, case of

{
1y 88 .
Unit-4: Non central Chi squaré‘-,t and F distri

Sc. / M.A.‘ (STATISTICS )
S SEMESTER -1
-IIL DISTRIBUTION THEORY II

distributiony} ' 1 0 nal distribution and
Jumarginal distributi iti
né stributions ,c¢ : istributi
[ndependence o e BRI e ¢ l)‘, ’L](le('i)ndl ClOStlrll“‘:ol Ss B
dimensional distributi o S ‘n ona g
ributions, moments of conditi | distributions.
e |

of the sec ind, correlation i
o 1e_ S w%]d kl.nd_,. correlation index and correlation’_ratio,
Bivariate_normal distribution.

d{scr'ete‘ and cqntinuous variables. Three basic sampling
distributions — Chi square, t and F—distributioni.)

Sampling distributions arising from univariate normal distribution

(sample mean, sample variance).

butions, their properties and

applications. ;
bivariate normal linear functions of
| variables ){sampling distribution of

two jointly distributed norma
bivariate normal

sample means, variances and covariances 1n
situation, sampling distribution of ‘"5

BOOKS:

1. Goon, A.M., Gupta M.K. : An Outline of Statistical Theory Vol.1

and Das Gupta, B.
5 Mukhopadhyay, P-

World Press Calcutta.

. Mathematical Statistics, Central Book
Agency.

- Fundamentals of Mathematical Statistics,
Sujtan Chand and Sons.

. Basic Statistics, New Age

3 Gupta,S.C.,Kapur, V.K.

4. Agrawal, B.L.
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M.A./M.Sc. (STATISTICS)
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Paper IV: Programming with C language

Unit 1: Introduction and importance of C language, sample C programs, basic structure of C
programs. Character set, C tokens, Keywords and identifiers, Constants, Variables,
Data types, declaration of variables, assigning values to variables.

Unit 2: Operators and Expression: Introduction, types of operators, arithmetic expressions,
evaluation of expressions, mathematical functions. Managing input and output
o operators, reading and writing a character, formatted input and formatted output.

Unit 3: Decision making and branching: Introduction, decision making with IF statement,
simple IF statement, the IF- ELSE statement, nesting of IF...ELSE statements, the
ELSE IF ladder, switch statement. Looping, the WHILE statement, DO statement and
the FOR statement.

s Unit4: Inirodugtion to, Arrays,and Pointers, One.and.Two. dimensional.arrays, nitializing IWOr s weses

dimensional arrays, Multidimensional arrays. Understanding pointers, decluiing and
initializing pointers, pointer expression, pointer increments and scale factor, pointers
and functions, pointers and structures.

Unit 5: User defined functions, need for user defined functions return value and their types,
calling a function, category of functions, nesting of functions, Recursion, function with
arrays, scope and lifetime of variables in function.

Book Recommended
. I. Byron S Gottfried : Programming with C- Tata Mc-Graw Hill

2. Balagurusamy, E : Programming in ANSI C - Tata Mc-Graw Hill

3. Kantekar, Y: Let us ‘C’
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M.A./ML.SC. ( STATISTICS)
SEMESTER 111
SESSION :2013-14

E—————————— G H T M F* Q) =P A P I R S s o ———————

S.No. Title of Papers University Exam | CCE
1 Paper-I Statistical Inference-11 40 Marks 10 Marks
: 2 Paper-II Multivariate Analysis 40 Marks 10 Marks
3 Paper-III Operation Research 40 Marks 10 Marks
W A Paper-IV Demography 40 Marks 10 Marks
' 5 Practical-I Based on theory papers I & 11 50 Marks -

1 T R R | SRTRGTYSa o TR s 20 S

(40 Problems + 08 Records + 07 Viva Voce)

S B i : R — sk e
6 Practical-II Based on theory papers 11l & IV 50 Marks -
} (40 Problems + 08 Records + 07 Viva Voce)
L )
GRAND TOTAL: 300
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M.A/ M.Sc, (STATISTICS)
SEMESTER ITI K
Paper It Statistical Inference ~I1 <
U“"%emcms of Decision Theory — Some basic concepts, loss function; risk t'unction.;
Minimax approach, Bayes approach; Point estimation as a decision problem, Hypothesis testing /
as a decision problem, interval estimation as a decision problem, Bayes and minimax estimators,.

Admissibility of estimators,

Unit 11: Sequential Analysis- Walds Sequential probability Ratio Test (SPRT), Determination of
constants, Walds fundamental identity (no derivation), OC function of SPRT, ASN function of

SPRT.

Unit I1I: Non-parametric methods- Parametric v/s non-parametric methods, Order statistics and
their distribution. Ranks, Correlation between Ranks and variate values. Treatment of ties in

ranks.

Unit IV: Tests for one sample problems —Run test, Kolmogorov- Smirnov test, Sign test,
Wilcoxon signed rank test. :

Unit V: Tests for two sample problems — Wald- Wolfwitz Run test, Kolmogorov —Smirnov test,
Median test, Wilcoxon test, Mann ~Whitney test U —test. '

BOOKS RECOMMENDED:

An outline of statistical theory, Vol II - Goon,Gupta and Dasgupta.

An introduction to probability theory and mathematical statistics-V.K.Rohtagi
Introduction to the theory of Statistics-M.A.Mood , F.A.Graybill and D.C. Boes.
Mathematical Statistics-S.S. Wilks.
Sequential Analysis-A.Wald. ‘

Non-parametric Statistical Inference-J.D.Gibbons.

Non-parametric statistics for Behavioural Sciences - S. Siegal.
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Unit I:

Unit I1;

Unit I11;

Unit 1V:

Unit V:

M.A./ M.Sc. (STATISTICS)
SEMESTER 111
Paper II: MULTIVARIATE ANALYSIS

The multivariate normal distribution, the distribution of linear combination of normally
distributed variates; Independence of variates, marginal distribution, The multiple
correlation coefficient, Some formulas for practical correlations, The Characteristic function.

Estimation of the mean vector and the covariance matrix: The maximum likelihood estimates

of the mean vector and the covariance matrix, The distribution of the sample mean vector; The
s 2 5 . . : o i v ¥ § v

Generalized T~ statistics: Derivation of the T°- statistics as a function of the likelihood ratio

criterion.

The distribution of T#, uses of T°- statistics , Mahalnobis D? — stalistics, its distribution and
uses, Wishart distribution, Its derivation and properties.

Definition of Principal components in the population, Maximum likelihood estimates of the
principal components and their variances, Canonical correlation and variates in the
population.

The problem of classification, Standards of good classification, Procedures of classification
into one of the two populations with known probability distributions, Classification into one of
the two known multivariate normal populations, Classification into one of the two
multivariate normal populations when the parameters are estimated.

BOOKS RECOMMENDED:

1. T.W. Anderson : An introduction to Multivariate Statistical Analysis, Wiley Eastern, Pvt. Ltd.
2. Kshirsagar :Multivariate Analysis.

3. Khatm, C.G : Multivariate Analysis.

4.

S.N.Roy : Some Aspects of Multivariate Analysis.
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Unit I:

Unit II:

Unit III:

Unit IV:

Unit V:

M.A./ M.Sc. (STATISTICS)
SEMESTER T11
Paper IT: OPERATION RESEARCH

Definition and Scope of O.R., Phases of O.R,, Lincar Programming: Graphical solution of
two variable problems, Formation of lincar programming (LPP), Slack and Surplus
variables, Standard and Matrix forms of LPP. Important definitions, assumptions of
LPP, simplex method of solution. .

Two- phase simplex method, Big-M method, problem of degeneracy. Spccial cases: Alternative
solutions, unbounded solutions and non-existing solutions. Duality in LPP. Duality theorems:
Fundamental duality theorem and existence theorems.

Assignment problem: Fundamental theorems, Hungarian method for assignment problems,
unbiased assignment  problems. Travelling salesmen problem. Transportation problem,
method for initial basic feasible solution, method for optimal solution, degeneracy m‘
transportation problems.

Theory of games: Basic definitions minimax (maximin) _criterion, saddle point, optimal
strategies and the value of the gaine, solution of éames with saddle point, minimax — maximin
prinéiple for mixed stratigy games, 2 x 2 games without saddle point, principle of dominance
graphical method for 2 x n games. V '

Job Sequencing: Terminology and notations, processing n jobs through 2 machines, processing
two jobs through m machines and n jobs through m machines. Project Management by
PERT — CPM: Basic steps in PERT / CPM techniques, Rules for drawing network diagram,
time estimates and critical path in network analysis. Project evaluation and review technique
(PERT): Optimistic, most likely, pessimistic and expected time (PERT). ;

BOOKS RECOMMENDED:

e N

Sharma, S. D. — Operation Research, Kedarnath Ramnath & Co.

Kantiswaroop, Gupta P. K & Singh M. -Operation Research, Sultan chand & Sons.

Gass, S. L. - Linear Programing, 3/e, Mc Graw — Hill Kogakusha, Tokyo (1969).

Hadley, G. - Linear Programing, Addison Wesley, Reading Mass Massachusetts (1962).

Vohra, N. D. — Quantitative Techniques in Management, Tata Mc Graw Hill Pulo Co. New Delhi.
Makinsey, J.C.C. = Introduction to game theory, Mc Graw - Hill.




M.AJ/MLSC. (STATISTICS)
SEMESTER 111
Paper-1V: Demography
Unit I: Census and vital statistics data, vital rates and ratio,
standardization of rates , Measurement of moratlity; Standard death
rates, Neo- natal, peri-natal and infant mortality rates, causes of death
we rates=Eonstruction of-life-table and theiruses;"A bridegedife tabl g =

Unit II: Measures of fertility; period and cohort measures, use of birth
order statistics, Child-woman ratio, standard fertility rates, Gross and
Net reproduction rates, length of generation, Stationary and stable
population, Probability models for times for first birth.

Unit III: Population estimation, Logistic curve, fitting of Logistic curve
by method of Perl, Reed and Rhode, Makehan’s graduation formula and
its fitting.

Unit IV: Population projection and their. matrix presentation, method of -
solution. Migration and distribution of population. Different methods of
estimation of migration.

Unit V: Poisson process, linear birth and death process, Birth , death and
migration model, Extinction of population.
References:

1. Techniques of Population Analysis- Barclay, C.W.

2. Introduction to Demography- Spieglaman.

3. Applied Mathematical Demography- Keyfitj, N.

4. An Introduction to the Study of Population —Misra, B. D.

5. Technical Demography- Ramkumar, R.

6. Stichastic Process in Demography and its Applications- S. Biswas.
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M.A/M.Sc (STATISTICS)
SEMESTER-IV
SESSION: 2013-2014

Scheme of Papers

&
P

COMPULSARY THEORY PAPERS

SR

= @509

}"b‘ﬁ‘ : R D oo R
| S.No. i Tittle of the paper University Exam CCE
i 1{\/ﬁapes-i Linear iModel and Design of Experiinents 40 Marks 10 Marks

i ! -
sy e - ot
‘! 22 \A'w?aper-ll Statistical Qual[ty Control and Reliability theory | 40 Marks 10 Marks
OPTIONAL THEORY PAPERS (ANY TWO)
[ SNo. | - e
| SNo. | Tittle of the paper University Exam CCE
e
| 3y 4 | Paper-lll Mathematical Economics )4 : 40 Marks 10 Marks
;-4: 17&[ Pa;:;ér-lv Econometrics -, WA DN = < | 40 Marks 10 Marks
‘Be : <
; S: | Paper-V Advance operations research " 40 Marks 10 Marks
! i : :
{ 6: ' Paper-VI Research Methodolo 40 Marks 10 Marks
R . i
i +
f 7z i Paper-Vll Advanced Design of Experiments 40 Marks 10 Marks
! 8: z Paper-VIII Acturial statistics 40 Marks 10 Marks
; Practical-I: Based on Paper-I 50 Marks
| |(40Problems+08 Records +07 Viva Voce)
Practical-ll Based on Paper-ll,and any two optional 50 Marks
| papers (40 Problems+08 Records +07 Viva Voce)
5 !
PROJECT WORK 50 Marks
i ‘
! i
; j Grand Total 350
] Pl
'
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A/M.Sc (STATISTICS) | |

.

il SEMESTER - IV
PAPER - I1: Statistical Quality Control and Reliability Theory.

Unit - I The general theory of control charts, control charts for variables Jand attributes l

including fraction defective (‘'when sample sizes vary).. Applications of the theory of runs and
related patterns.

Unit - 11 OC and ARL of control charts, CUSUM charts for Binomial, Poisson and Normal

distributions and derivations of d and 6 forV - mask of these distributions . General notion

of acc.eptance samipling plans‘:Z)Pl‘operties and determination of parameters of single and double

attributes sampling plans for LTPD, AOQL and AQL requirerhents. SHT T '

Unitg- ITI | Sequential sampling plans for attrib_utgéi_‘ Sampling inspection by variables Siné
s ST LT P A e R O O process: standard deviation when e lot ‘quality is

des&ibed by the process mean ('specifications being given ) ;

Unit - IV Problems in life ?es‘ting. Hazard rate ., Reliability, Failure modals. Eicponenvtial failure

modal with one and two parameters. Properties of exponential distribution. Estithation of mean -\
life with complete samples. ‘

Unit - V/ Introduction of series and parallel systems,) Reliability of series system with identical

components. Reliability of parallel system with identical components. Reliability of series and
parallel system. .

o
BOQKS RECOMMENDED - . ; \
1. Statistical Quality Control, Grant, E.L. and LeavenWorth,«,R.S.; , : . G |
2. Quality Contro], Industrial Statistics, Duncan, A. Il . - «
3. Sampling Inspection by variables, Bowker , A.E And Goode, H.P. S

T T Statistical-Bastsof AccepranEe T pIng, Ekambran, K. ' | “

5. Introduction to statistical quality control , Montgomery, D.C.
6. Life Testing and Reliability, Sinha, S, K. And ’2@.

»
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M.A./M.Sc. (STATISTICS)
SEMESTER-IV
Paper -1V: Econometrics "

Unit I Nature and scope of Econometrics . Linear model ( Two variabie case )

Unit II General linear model, Estimation under exact linear res‘rictions , multicollinearity,

Specification error.
Unit ITI Heteroscecastic disturbances, Stochastic regressors , CIrors in variables .

Unit IV Auto- correlation, test of Auto — Correlation . Use of prinicipal components ,

canonical correlations in econometrics .

Unit V Simultanecus linear equation model, identification problem , restriction on structural
rank 2 1d order conditions . Restrictions on vanances and co-variances.

parameters,
Books Recommended :
1.Econometrics method, Johnston, J.

= 2.An introduction to Econometrics, Klien , R.R.

3. Econometric Theory, Goldberget, AS,




M.A/M.Sc¢ (STATISTICS)

\ \ -

Paper -V: Advance Operations Research,

Unit I : Basic idea of dual simpiex method . Integer linear programming : definition , importance
and need of Integer programming | Jomory’s cutting plane mcethod, geomctrical"'intcrpretation of
Gomory's cutting plane method .Branch and Brown method.

Unit II : Non linear programming problems — definition » practical situation, formulation of non
linear programming probler.s | general non- linecar programming problem. Canonical form of
non- linear programming prohlem » graphical solution and verification of Kuhn- tucker
conditions. Quadratic programming — Definition , Kuhn — tucker conditions , general quardratic
programming problem , Wolfe’s method. |

Unit I : Inventory Mmanagement — preliminaries , concept of EOQ , deterministic elemrntary

static demand , inventory models ] a),(b), @Q___(.Mynmiwmﬂuetmﬁmw

"V BroBabI 1S LI C inventory model VI(a)'énd (b) , Instaneous demand » NO setup cost model.

Unit IV: Replacement : Replacement problems of items that deteriorate, replacement of items
that fail completely , individual replacement policy, Mortality theorem, group replacement of
items that fails completely, group replacement policy , Recruitment and promotion problem,
equipment renewal problem.

Unit V: Waiting line model- Queuing system, transient and steady states, traffic intensity, probability
distribution in queuing sy-tem, solution of queuing models (M/M/]):(oo/FCFS),Erlang model, (M/M/1):
(N/FCFS), (M/M/S): (/FCFES): (M/ £, /1): (90/FCFS),

.

Book Recommended:

[. Sharma , S.D.- Operation Research, Kedamath Ramnath & Co.

2. Kantiswaroop , Gupta ,P.K and Singh M- Operation Research , Sultan C._haqu‘and,sons__v-....,....._,..‘ S——

"~ 3. Hadley ,G.- Non-Linear and dynamic programming ,Addision Wesley,
4. Kleinrock, L.-Queuing System , Vol. , John Wiley
5. Gross, D. and Harris , C.M. — Fundamental of queuing theory.

6. Churchman , C.W. , Ackoff and Amoff, E.L.- Introduction to Operation l%rch. Wiley NY(1957)

C
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M.A/M.Sc(STATISTICS)
SEMESTER-IV
4 Paper -VI : Research Methodology

»

Unit-1 Nature and Scope of Research Methodology. Problem Formulation and Statement of
Research Objectives.

Uit-2  Value and cost of Information- Bayesian Decision Theory, Organization structure of'Resea'rch /
Research Process, Research Design; Exploratory, Descriptive and Experimental Research.

Unit-3 Different methods of data collection- Observational, survey ( interview) methods,
Questionnaire Design , Schedule and Case Study Method, Attitude measurement techniques;
Motivational Research techniques.

Unit-4 Administration of surveys, Sample design ; selecting an Appropriate Statistical Technique.
Tabulation and presentation of data; Writing report of Investigation. :

Unit-5 « Advanced Technigues for data analysis — ANOVA, Discriminant Analysis, Factor Analysis,
Multidimensional scaling and clustering methods.

Books Recommended:

2% Kc;thari,C.R.-Reasearch Methodology, Wishwa Prakashan.

3. Shennoy and Pant, Statistical Methods in Business and Social Sciences
4. Dwivedi, R.S.- Research Methods in Behovioural Science ,Macmillan.
5. Salking Neil Exploring Research , Third Edition, prentice Hall (1977)

6. Bennet, Roger — Management Research ILO (1983)
.




M.A/M.Sc (STATISTICS)
SEMESTER-IV

Paper -VII: Advanced Design of Expeiments

Unit-1 Finite group and finite field, Finite geometry and Euclidean construction of complete set of
MOLS, Lattice designs and their analysis, Construction of BIBD’S using MOLS, Finite geometry and
difference method of loss, Inter and intra block analysis of BIBD.

Unit-2 Two associate PBIB design association scheme and intra block analysis, Group divisible designs.
Dual and linked block designs, Resolvable and affine resolvable design, General row-column designs,
Connectedness and intra block analysis. 4

Unit-3 Fractional factorial design orthogonal and balance arrays and their connections with
confounded and fractional factorial Response Surface designs- orthogonally, rotatability and blocking,

Construction and analysis.

Unit-4 Optimum design- Various optimality criteria and their interpretations, A, D, E Optimal designs.

Unit-5 Optimality of BIBD, Repeated measurement designs (First order residual effects and its analysis.)

Books Recommended:

i is of eriments,
1. D.C.Montegomery Design and Analysis of experi

5" Edn. (2001)- John Wiley & Sons(Asia) =

2. R.H.Mvers & D.C.Montegomery Response surface methology, John Wiley & Sons.
.. R.H.Mye G

Quality through designs - McGrawgl

3 J.Fox(1993) 1 | ;
| D
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MA/M.Sc(sTATISTICS)
SEMESTER-lV #

Paparvin: petr: iaf Siatistics

Unit-1  Mortality: Mortality eXPLience, Mortality Table, Graph of L * 1.« of Morality table as a
population model, Expectatios of life, Stationiry funds,

Unit-2  Annuities: Pure endc.vments, Annuities, Aceumuitation, Assurance, Varying annuities of
Assurance, Continuous annuit 24 family incorme benefits, :

Unit-3  Policy Values: Naturs of esave, PrC'.‘.st;fiVR ~ i retrospective reserves fractional premiums,
Fractional durations modified reserves, Continys-. - reserves, Industrial assurance, Children’s deferred
assurance, Joint life and last survisorship, e

Unit-4 Contirgent functions: Continpre:i 'probabi!ities ,scohtingent assurance, Reversionary annuities,
Multiple decrement tabia, Force ~ decrement, Construiiion of decrement table.

Unit-5 Pension Funde Capital fund on retirement & death, Widow’s pension, Sickness benefits,
Benefits dependent ;¢ marriage,

Bocks Pecor . ierided:

Neil A11377) - ; Life contingen:i. s Heinemann London.
L Wing G : Institutional i Actuaries text book part-ll (Second Edn.),

Charis % Ec/n Layton,London.

3. Donald D.W.A > Compound 7.iérest and annuities, Heinewan,  ondon.
4. Jordan, C.W.Jr. . Life C~.stingencies Chicago Society of Acturies,
5. Spurgeon E.T. -+ w2 Contingencies, Cambridge University Press. s s
6. Freeman H * Finite Difference for actuarial students, Cambridge Unj ~rsity Press
7. Benjamin & Pollard
J.H.(1980) . Analysis mortality and other actuarial statistics , Heinemg v one””
8.Elandt - Johnson AL —o),
Johnson N.L. (19f J) : Survival models and data aualysis , John Wiley.
A
v
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